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Some Review

• We wish to learn some useful techniques from [Representation Learning for Online and 
Offline RL in Low-rank MDPs] by Masatoshi Uehara , Xuezhou Zhang, and Wen Sun

• Now we move on to introduce this paper and briefly sketch its proofs



[AlphaGo, Silver et.al, 15] [OpenAI Five, 18] [OpenAI,19]

Rich (nonlinear) function approximation + RL can work well w/ enough samples

Empirical RL for large-scale problems



Can we design provably efficient algorithms for
Rich Function Approx + RL 
?

Environment w/  
complex high-  

dim data

Dataset

Our 
solution: 

Representation Learning  
Oracle:

ϕ(s, a) ∈ 
ℝd

RL

using ϕ



Episodic Infinite Horizon Discounted MDPs

Policy: state to 
action 

π(s) → a

Reward & Next State 
r(s, a), s′ ∼ P( ⋅ | s, a)

Objective: 
max J(π; P, r), where J(π; P, r) := 𝔼 [r(s0, a0) + γr(s1, a1) + γ2r(s2, a2) + …| a 
∼ π, P

π

Assume fixed initial state s0



P⋆(s′| 
s, a) = 

ϕ⋆(s, a)
(s, 
a)

(s, 
a)

s s

μ⋆(s′)

∃μ⋆, ϕ⋆ : ∀s, a, s′, P⋆(s′| s, a) = μ⋆(s′)⊤ϕ⋆(s, a)

Low-rank MDP Linear MDPs (Jin et al, Yang & Wang)

Linear MDP = low-rank + known ϕ⋆

Transition matrix 
P ∈ ℝSA×S 

has  rank d

Low-rank MDP



 

The formulation

 







Extension to offline RL
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Proof Sketch
• Now we go over the proof sketch for this algorithm

 

 



Useful auxiliary lemmas

• Capture model error



Useful auxiliary lemmas

• Concentration for covariance



Performance difference lemma is always useful

• Substitute the two lemmas into the performance difference lemma then we got 

 



Relate model error with potential function

 



Back to regret: Optimism

 

Use the previous lemma to 
Relate model error with 
potential function



Regret

Optimism

Policy update

 

 



Back to risk sensitive RL
 



 



Final remarks
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