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General roadmap: AI-aided design

What we have: 
powerful generative 

models

Tool: Fine-tuning

Goal: Customizable 
designs!



Examples - Images

Pre-trained 
generative 

models

Fine-tuning

Images customized on their 
aestheticness, layout or 

compressibility



In this work, our objective is 

different from merely optimizing 

towards certain reward functions!



Standard fine-tuning: towards reward model

Improved aestheticness

Pre-trained 
generative 

models

Fine-tune 
towards 

aesthetic socres



Our task is different, and harder

Adding a new 
condition!

Arbitrary 
compressible

levels

Generated by 
one model!



Examples – Sequence design

DNA enhancers

Highly active in just one 
cell line



Why our task is important?

Condition on 
high activity 

level in HepG2

Add “conditional 
control”



Contents

Background: fine-tuning 

diffusion models

Methodology of this work

Experimental results



Diffusion Models Forward process: 
adding noise

Denoising process: 
generation



How to train diffusion models?
Data:
Many 𝒙𝒊, following  
𝒑𝒑𝒓𝒆(𝒙)

Denoising process:
𝒅 𝒙𝒕 = 𝒇 𝒕, 𝒙𝒕, 𝜽 + 𝝈 𝒅𝒘𝒕

Goal:
Learn 𝜽 from data, 
such that 𝒙𝑻 ∼ 𝒑𝒑𝒓𝒆



Our goal: adding control via fine-tuning

Pretrained conditional diffusion: 𝑝(𝑥|𝑐)

Data: {𝒙𝒊, 𝒄𝒊, 𝒚𝒊}

RL
fine-

tuning

Fine-tuned model: 𝑝(𝑥|𝑐, 𝑦)

c: prompt

y: compressibility score

Conditioned 
on c and y

y: 
Low-to-high



Our goal: adding control via fine-tuning

Pretrained conditional diffusion: 𝑝(𝑥|𝑐)

Data: {𝒙𝒊, 𝒄𝒊, 𝒚𝒊}

RL
fine-tuning

Fine-tuned model: 
𝑝(𝑥|𝑐, 𝑦)

c: prompt

y: compressibility score

Q: how to set the 
objective function 
for optimization?



Methodology

Pretrained conditional diffusion: 𝑝(𝑥|𝑐)

Data: {𝒙𝒊, 𝒄𝒊, 𝒚𝒊}

RL

c: prompt

y: 
compressibility

Train a classifier

𝑝⋄(𝑦|𝑥, 𝑐)

Objective func: 
𝜸𝐥𝐨𝐠𝒑 𝒚⋄ 𝒙𝑻, 𝒄 − 𝑲𝑳(𝒑||𝒑𝒑𝒓𝒆)

Intuition: make the 
generations x have 

the “right” y

Q: why 
adding KL 

regularization?

Guidance 
“strength”



Reward collapse

1. Very common in generative systems (DMs, LLMs, GANs)
2. Generations have low diversity
3. Because the oracle is “over-optimized”



Methodology – Cont.

Pretrained conditional diffusion: 𝑝(𝑥|𝑐)

Data: {𝒙𝒊, 𝒄𝒊, 𝒚𝒊}

RL

c: prompt

y: 
compressibility

Train a classifier:
𝑝⋄(𝑦|𝑥, 𝑐)

Objective func: 
𝐥𝐨𝐠 𝒑⋄ 𝒚 𝒙𝑻, 𝒄 − 𝑲𝑳(𝒑||𝒑𝒑𝒓𝒆)

KL avoids being too 
far from the pre-
trained model!



Theoretical justification (incomplete)

Objective func: 
𝜸𝐥𝐨𝐠𝒑 𝒚 𝒙𝑻, 𝒄 − 𝑲𝑳(𝒑||𝒑𝒑𝒓𝒆)

In fine-tuning

𝒑 𝒙 𝒚, 𝒄

∝ 𝒑⋄ 𝒚 𝒙, 𝒄
𝜸
⋅ 𝒑𝒑𝒓𝒆(𝒙|𝒄)

Represents 
deviation from 

pre-trained model

Additional 
guidance

Fine-tuned model 
𝑝(𝑥|𝑦, 𝑐)

Objective func: 
𝜸𝐥𝐨𝐠𝒑 𝒚 𝒙𝑻, 𝒄 − 𝑲𝑳(𝒑||𝒑𝒑𝒓𝒆)

In fine-tuning



Advantage: conditional independency

Example 1: 𝑌 ⊥ 𝐶 | 𝑋
Example 2: 

𝑌1 ⊥ 𝑌2 | 𝐶, 𝑋 and 𝑌1 ⊥ 𝐶 | 𝑋 and 
𝑌2 ⊥ 𝐶 | 𝑋

𝑝⋄ 𝑦 𝑥, 𝑐 = 𝑝⋄ 𝑦 𝑥 log 𝑝⋄ 𝑦1, 𝑦2 𝑥, 𝑐 = log 𝑝⋄ 𝑦1 𝑥 + log 𝑝⋄(𝑦2|𝑥)

We only need (𝒙, 𝒚) data.
We only need (𝒙, 𝒚𝟏) and 

(𝒙, 𝒚𝟐) data.



Experiments

Example 1: 𝑌 ⊥ 𝐶 | 𝑋
Example 2: 

𝑌1 ⊥ 𝑌2 | 𝐶, 𝑋 and 𝑌1 ⊥ 𝐶 | 𝑋 and 
𝑌2 ⊥ 𝐶 | 𝑋

1. Make 4 levels of 
compressibility

2. Add compressibility as 
an additional control to 
Stable Diffusion

𝑌1: compressibility, 𝑌2: aesthetic scores

1. Both scores are divided into 2 levels.
2. Together it reduces to a 2X2 multi-

task generation.

Both examples 
are validated!



Compare with baselines

• Classifier guidance: 
training a classifier and 
incorporating its 
gradients to guide 
inference (while 
freezing pre-trained 
models)

• Classifier-free guidance: 
directly conditions the 
generative process on 
both data and context, 
bypassing the need for 
explicit classifiers.



Example 1: Compressibility 

more 
compressible



More Qualitative Results



Example 2: Compressibility ＆ Aestheticness

High 
aestheticness

Low 
aestheticness

High 
compressibility

Low 
compressibility



More Qualitative Results



Extension: ada ding 
condition on continuous 𝒚



Conclusion

• We introduce an RL-based fine-tuning approach for conditioning pre-
trained diffusion models on new additional labels. 

• Compared to classifier-free guidance, our proposed method uses the offline 
dataset more efficiently and allows for leveraging the conditional 
independence assumption, thereby greatly simplifying the construction of 
the offline dataset.

• We also theoretically justify our approach and build the connection with 
classifier-based guidance.



Future work

• Extending this work to biological sequence design, such as DNA enhancers 
and RNA 5’UTR.

• The high-level goal is to achieve cell-specific promoter design.



Thank you!
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