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Motivation

● Principal Component Analysis (PCA) is a mathematical technique used for 
reducing the dimensionality of high-dimensional data. 

● Eigenfaces are the eigenvectors of the covariance matrix that are computed 
using PCA on a set of face images.

● As we know, Deep PCA is useful for abstracting features of CNN which is a 
better choice than MLPs in the field of computer vision.

● Use Deep PCA in finding eigenfaces



Eigenface

● Focused on the methodology of Turk and Pentland's paper, Face recognition using eigenfaces [1]. 
● Implement the workflow suing basic algebra function of Numpy and PyTorch, including images 

preprocessing, eigenfaces construction, eigenspace representation of images, face recognition 
based on K-nn (K near neighbors) algorithm, performance evaluation

● Worked AT&T face dataset for performance evaluation
○ Formerly 'The ORL Database of Faces'

● Apply Deep PCA to each image and test the performance of the recognition.
● Save an image with 4 times information lost, we can still achieve comparable recognition 

correctness using the same algorithm (eigenfaces + Knn)



Reconstruction using DPCA



Dataset

● AT&T "The Database of Faces" (ORL Database of Faces)
○ Contains 40 distinct subjects (10 different images of each)
○ Varying the lighting
○ Varying facial expressions (open / closed eyes, smiling / not smiling) and facial details (glasses 

/ no glasses)
○ Taken against a dark homogeneous background with the subjects in an upright, frontal 

position (with tolerance for some side movement)
○ The size of each image is 92x112 pixels, with 256 grey levels per pixel

● Experiments
○ Original Images
○ 4 times’ compressed images
○ Recovered Images via DPCA after compressing



Preprocessing

● For every image, we compress 2x directly
● Reduce image by 4 times
● Save a weight based on Deep PCA
● Minimize                   where U is a combination of eigenvectors
● Recover image: 



Methods

● Load images and convert every of them into a matrix.
● Compute the mean face by averaging over all images.
● Compute the normalized images by subtracting mean face.
● Compute the Covariance Matrix S, which is different from the covariance 

matrix, in order to avoid huge matrix for doing eigen decomposition.
● Compute the eigenvalue and eigenvector. Then we have completed the 

initialization process of eigenfaces.



Results
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