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• In risk-sensitive Reinforcement Learning (RL), the goal is to

maximize the conditional-value-at-risk (CVaR)

CVaR𝜏 𝑅 𝜋 ≔ sup
𝑐∈ 0,𝐻

𝑐 − 𝜏−1 ∙ 𝔼 𝑐 − 𝑅 𝜋 +

where 𝑅 𝜋 is the random return of policy 𝜋 and 𝜏 is the risk tolerance.

• Prior work [1] establishes regret guarantees for tabular MDPs, which

is inapplicable to large state space
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1. ELA (REprensentation Learning for CVAR)

This algorithm has the following key components.

• Data Collection (Lines 8-10). We collect two (disjoint) sets of

transition tuples to compute the bonus terms and estimate the

transition kernels. These two datasets are different in their

(marginalized) distributions and facilitate the regret analysis.

• MLE oracle (Line 11). Model transitions are estimated through the

MLE oracle.

• Value Iteration (Line 15). Based on the learned model, the

algorithm runs Value-Iteration (VI) with the exploration bonus term.

Such a value function is used to perform VI and update policy on

the learned model ෠𝑃, since the learner has no prior knowledge of the

real model transitions. Therefore, obtaining an accurate estimation

of the model determines the quality of the output policy.

We remark that the exact VI in Line 15 is not computationally efficient

due to the continuity of 𝑐 and potentially large state space 𝑆. To

overcome such a computational barrier, in the next algorithm, we

provide a computationally efficient planning oracle that performs LSVI

with discretized reward function (with sufficiently high precision).

Theoretical guarantees. This presents the first regret/sample 

complexity bounds for CVaR RL with function approximation, where 

exploring the unknown action/space spaces posits extra difficulty. 

2. Low-rank MDPs

• We consider an episodic MDP 𝑀 with episode length 𝐻 , state space

𝑆, and a finite action space 𝐴. At each episode, a trajectory 𝜏 =

(𝑠1, 𝑎1, 𝑠2, ⋯ , 𝑠𝐻 , 𝑎𝐻) is generated by an agent, where (a) 𝑠1 ∈ 𝑆 is a

fixed starting state,3 (b) at step ℎ, the agent chooses action according

to a history-dependent policy 𝑎ℎ ∼ 𝜋ℎ(⋅ |𝑠ℎ , 𝜏ℎ−1) (c) the model

transits to the next state 𝑠ℎ+1 ∼ 𝒫ℎ
∗ ⋅ 𝑠ℎ, 𝑎ℎ and receive reward

𝑟ℎ: 𝑆 × 𝐴 ↦ Δ( 0,1 ).

• To address large state space, we consider low-rank MDPs [2], where

𝒫ℎ
∗ 𝑠′ 𝑠, 𝑎 = 𝜓ℎ

∗ 𝑠′ , 𝜙ℎ
∗ 𝑠, 𝑎

– where 𝜓ℎ
∗ : 𝒮 → ℝ𝑑 and 𝜙ℎ

∗ : 𝒮 × 𝒜 → ℝ𝑑 are unknown

embedding functions.

– Moreover, ||ϕh
∗ s, a ||2 ≤ 1 for all h, s, a ∈ H × S × A ,

and for any function

– 𝑔: 𝑆 ↦ 0,1 , ℎ ∈ [𝐻], and || 𝑠∈𝑆׬
𝜓ℎ

∗ 𝑠 𝑔 𝑠 𝑑𝑠||2 ≤ 𝑑 .

• The learner has access to function classes Ψ and Φ that satisfy the

realizability assumption, i.e., 𝜓ℎ
∗ ∈ Ψ and 𝜙ℎ

∗ ∈ Φ.

2. ELLA (REprensentation Learning with LSVI for CVAR).

• In Algorithm 1, the VI in line 15 is not computational efficient since

objective 𝑐 − 𝜏−1min
𝜋

𝑉1, ෠𝑃, ෠𝑏
𝜋 (𝑠1, 𝑐) is not concave, which brings

significant computational overhead.

• We introduce a feasible planning oracle for this step. Moreover, we

introduce a novel LSVI-UCB, stated in Algorithm 2. Particularly,

the following theorem characterizes the computational cost for

finding an ϵ-optimal policy
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• We study CVaR RL in low-rank MDPs [2], where the transition

kernel admits unknown low-rank decomposition and the state space

can be arbitrarily large

• We propose REpresentation Learning for CVaR (ELA), an online

algorithm that learns a near-optimal policy with polynomial sample

complexity

• Computational-wise, we propose REpresentation Learning with LSVI

for CVaR (ELLA) as an efficient oracle to compute a near-optimal

policy in the learned model, i.e., linear MDPs

• To our knowledge, this is the first provably sample-efficient and

computation-efficient CVaR RL algorithm in low-rank MDPs.

The work presented in this paper is partially supported by a research 

grant from the Research Grants Council, Hong Kong, China (RGC Ref. 

No. CUHK 14206820). 

Problem Statement

1. Risk-Sensitive RL and Augmented MDP

• Bäuerle and Ott [3] show that the optimal CVaR policy can be solved 

in the augmented MDP, where the state is augmented by the budget 

variable 𝑐. Define augmented policy 𝜋ℎ: 𝒮 × 0, 𝐻 → Δ 𝒜 .

• The 𝑄-function is defined as (𝑐𝑡+1 = 𝑐𝑡 − 𝑟𝑡)

𝑄ℎ,𝒫∗
𝜋 𝑠, 𝑐, 𝑎 ≔ 𝔼𝜋,𝒫∗ อ𝑐ℎ − ෍

𝑡=ℎ

𝐻

𝑟𝑡(𝑠𝑡, 𝑎𝑡)

+

 𝑠ℎ = 𝑠, 𝑐ℎ = 𝑐, 𝑎ℎ = 𝑎

• The value function is defined as

𝑉ℎ,𝒫∗
𝜋 𝑠, 𝑐 ≔ 𝔼𝜋,𝒫∗ อ𝑐ℎ − ෍

𝑡=ℎ

𝐻

𝑟𝑡(𝑠𝑡, 𝑎𝑡)

+

 𝑠ℎ = 𝑠, 𝑐ℎ = 𝑐

• The goal is to learn the optimal augmented policy 𝜋∗ and initial 

budget 𝑐∗ such that

CVaR𝜏 𝑅 𝜋∗, 𝑐∗ = CVaR𝜏
∗ : = max

𝑐∈ 0,𝐻
𝑐 − 𝜏−1 ∙ min

𝜋
𝑉1,𝒫∗

𝜋 (𝑠1, 𝑐)

Main Results
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